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Recently, Solid State Disk (SSD)s, based on NANE3HImemories [1], dramatically improve storage qgremince.
The performance of the SSD exceeds that of a ghsit@d HDD by more than 150% and its weight israpjmately
50% compared to a conventional HDD. Moreover, tB® Sises less power. Naturally, it comes into thalgt as a
next generation storage device [2]. However, thastghage performance is enhanced, overall systeforpgence may
not increase proportionally without appropriatetwafe support. For this reason, we need to expmptinal structures
of systems to fully utilize the storage performartdence, it is necessary to emulate more advartoealge device that
does not exist currently in the context of real @Sapplications. Previous works such as [3][4] msgd storage
emulation techniques [3][4]. However, they do reflact real system environments or cause long atialu time. In
this paper, we propose a novel emulation approealed ‘Fast Device Emulation (FDE)’, on the SSDheTmain
purpose of the FDE is to estimate the system pmdoce with an enhanced SSD that currently doesexist. In
addition, real environments are reflected miningzihe overhead of storage emulation.

We can determine the storage performance is imprevieen DMA read time for the storage becomes shofte
emulate shorter DMA read time, we suspend a CPlafoertain time during each DMA read request tostioeage.
After execution, the total suspended time is suaidihfrom the total execution time, as illustraiteérigure 1.
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Figure 1. Emulation Methodology

In the case of a SSD, there is no spin-up time se®e and rotational latency that a HDD suffergnige, DMA read
time is directly proportional to the number of sgstrequested: the variations among DMA times tiergame number
of sectors are negligible (2%, on average). Fromexperiment, we obtained the DMA time for the nembf sectors
on the SSD [1] as shown in Table 1.

The number of sectors (512B sectc 32 56 128 200

DMA read time 530us 720us 132Qus 190Qus
Table 1: DM A time for the number of sectors

For example, when the number of sectors for the DB request is 128, we can estimate the DMA tifrtke read
request as 1328 by Table 1. In this case, when we emulate fas& #hose performance is improved by 30%, the
CPU should be suspended for g96this is 30% of 132@s. We do the same procedure for each DMA read operat
depending on the number of sectors. After executi@ subtract the total suspended time (30% othallread DMA
operations on this example) from the total executime.

At the first glance, the proposed FDE seems todmesas simple calculation by hand. However, thera big
difference. In most cases, there exist some dgtargkencies between CPU operations and DMA opegafig., when
CPU is waiting for the result of the DMA read op@ra), which can not be considered in simple catiah by hand.
Using the proposed technique, data dependenciedya@mically considered. Moreover, the FDE are iapple to
special DMA operations that are related with OSrapiens such as boot-up or hibernation.

When we compare the result estimated from the FEiguthe SSD (throughput 46.7MB/sec, CPU suspend?s0
to that of the real SSD (throughput 92.6MB/secg, HDE predicts execution time with 94.5% accuracyaverage.
The FDE has been studied on DMA read operationsfiantider works are now in progress on DMA write mg@ns.
The FDE will be used to analyze the effects ofrtagt generation SSD of Samsung Electronics on syperformance.
Moreover, the FDE enables exploration of operasipgtems optimized for the next generation SSDdbat not exist
currently.
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